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Speed, accuracy, and confidence in Google, Ovid,
PubMed, and UpToDate: results of a randomised trial

Robert H Thiele,1 Nathan C Poiro,2 David C Scalzo,1 Edward C Nemergut3

ABSTRACT
Background The explosion of biomedical information has
led to an ‘information paradox’dthe volume of
biomedical information available has made it increasingly
difficult to find relevant information when needed. It is
thus increasingly critical for physicians to acquire
a working knowledge of biomedical informatics.
Aim To evaluate four search tools commonly used to
answer clinical questions, in terms of accuracy, speed,
and user confidence.
Methods From December 2008 to June 2009, medical
students, resident physicians, and attending physicians
at the authors’ institution were asked to answer a set of
four anaesthesia and/or critical care based clinical
questions, within 5 min, using Google, Ovid, PubMed, or
UpToDate (only one search tool per question). At the end
of each search, participants rated their results on a four
point confidence scale. One to 3 weeks after answering
the initial four questions, users were randomised to one
of the four search tools, and asked to answer eight
questions, four of which were repeated. The primary
outcome was defined as a correct answer with the
highest level of confidence.
Results Google was the most popular search tool. Users
of Google and UpToDate were more likely than users of
PubMed to answer questions correctly. Subjects had the
most confidence in UpToDate. Searches with Google
and UpToDate were faster than searches with PubMed
or Ovid.
Conclusion Non-Medline based search tools are not
inferior to Medline based search tools for purposes of
answering evidence based anaesthesia and critical care
questions.

PURPOSE OF THE STUDY
The American Board of Medical Specialities
(ABMS), which was founded by four medical
speciality boards in 1933, now recognises 24
member boards1 and issues more than 145 speci-
ality and subspeciality certificates.2 Medline, which
contains references to over 18 million articles,
added 1835 articles per day in 2007.3 From 1997 to
2010, the US National Institutes of Health budget
grew from $12.5 billion to over $40 billion.4 The
dual trends of superspecialisation in medicine and
increased publicly available biomedical research
have made it increasingly important for practising
physicians to acquire and maintain a working
knowledge of biomedical informatics.5 The purpose
of this study was to evaluate four tools commonly
used to answer clinical questions at our institu-
tiondOvid, PubMed, Google, and UpToDatedin
terms of accuracy, speed, and user confidence.
Ovid and PubMed were selected because both

search the National Institutes of Health’s Medline

database (PubMed also searches the PreMedline
database); however, they offer the user very
different interfaces. Ovid requires multiple steps to
initiate even the simplest query, whereas PubMed
allows the user to initiate a query in one simple
step (although more complex search strategies are
available). Differences between the two can there-
fore be attributed to differences in the interface,
rather than the searchable content.
Google was chosen because, while not specifi-

cally designed to search biomedical information, its
highly sophisticated PageRank algorithm has made
it the world’s most popular general search engine.
Differences between internet based tools (eg,
Google) and Medline based tools (eg, Ovid) can
potentially lend insight into the relative importance
of the body of work searched versus the search
algorithms themselves.
UpToDate was chosen because, unlike the other

three search tools, it is a proprietary depository of
information generated by individual experts who are
paid for their work. The culture of ‘evidence based
medicine’ frowns on search strategies that do not
involve looking for original answers themselves.
From a practical (not educational) standpoint, this
viewpoint is justifiable only if searches for original
information are more successful than using propri-
etary collections of information such as UpToDate.
The utility of our study is based on four

assumptions: first, that there are complex medical
questions which have definitive, evidence based
answers; second, that it is impossible for any indi-
vidual to retain, at all times, the relevant biomed-
ical information required to make informed medical
decisions; third, that the average physician is
unwilling to spend more than a few minutes
searching for the information required to answer
biomedical questions; and fourth, that there may
be differences between tools used to navigate the
biomedical literature.

STUDY DESIGN
Selection of eight clinical case scenarios
Two of the authors (RHT and ECN) have spent
approximately 6 years reviewing the evidence
behind many practice decisions commonly encoun-
tered by anaesthetists and intensivists.6 They chose
eight articles which were felt to offer definitive
answers to important clinical questions (for a list of
these questions, and commentary onwhy theywere
selected, please see supplementary appendix)
commonly faced by anaesthetists and intensivists.

Institutional review board approval, recruitment,
and preparation
After acquiring approval from our institutional
review board, we attempted to recruit 20 third and
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fourth year medical students, 20 resident physicians, and 20
attending physicians at the University of Virginia. Subjects were
told in advance which four search tools were included in the
randomisation, and were asked to experiment with any they
were unfamiliar with before the start of the trial.

Administration of clinical cases
Data collection
All searches were conducted on University Health System
computers (which have access to virtually all electronically
available primary literature) in the presence of a study coordi-
nator, who recorded all search terms used and timed each search
(for all questions, subjects were given a maximum of 5 min). At
the end of each search, participants were asked by the study
coordinator to rate their results on a 0e3 confidence scale
(0 points were allotted for no answer): 1 point for an answer
which they would not act on; 2 points for an answer which they
would act on but only if they did not have additional time to
search; and 3 points for an answer which they would act on
confidently and which would require no additional searching. All
data collection took place betweenDecember 2008 and June 2009.

Primary and secondary outcomes
The primary outcome was defined as determination of a correct
answer with a confidence level of 3. Outcomes based on
demographic variables, question difficulty, search engine prefer-
ence, average time per question, and confidence in each engine
(defined as the percentage of time in which a correct answer was
assigned a confidence level of 3) were also explored, as were the
effects of repeating a question. Additionally, the effect of the
number of search terms on the various outcomes was analysed.

Part I: user selected search tools, randomised to four questions
All participants were initially randomised to a set of four (out of
eight possible) clinical questions, which they were asked to
answer in random order. Users were allowed to use any of
the four pre-selected search tools (Ovid, PubMed, Google,
UpToDate) to answer the initial four questions, and were
allowed to use a different tool for each question, but were not
allowed to use multiple tools in answering the same question.

Part II: randomised search tools, answered all eight questions
One to 3 weeks after answering the initial four questions, users
were randomised to one of the four search tools, and asked to
answer all eight questions (four of which they had previously
answered) in random order. In some instances, subjects were
randomised to the search tools they had originally chosendthis
was allowed so that the effect of repeating a question could be
delineated.

Data analysis
For data analysis, PubMed was arbitrarily chosen to be the
‘reference standard’. Categorical frequency data were compared
using c2 (with Yates’ correction, as appropriate) unless otherwise
noted. Multivariate comparisons to PubMed were made by an
independent statistician who used logistic regression, multino-
mial logistic regression, and linear mixed models as appropriate.

RESULTS
Demographic differences
Fifteen medical students, 35 resident physicians, and four
attending physicians completed the study (one attending
physician withdrew after completing part I), answering a total

of 672 questions. All but two completed a demographic survey,
the results of which are shown in table 1.
There were no statistically significant relationships between

age, gender, or hours per week of computer use and primary
outcome. Residents were more likely than medical students to
achieve the primary outcome (32% vs 15%, p<0.001, t test).
There were not enough attending physicians to make any
statistically significant inferences.

Question difficulty
There were significant differences in question difficulty, with
questions 1 (inferior vena cava (IVC) filter and mortality
difference, 71% answered correctly), 2 (appropriate tidal volume,
72% answered correctly), and 7 (transfusion threshold, 70%
answered correctly) being easiest, and question 5 (bare metal
stent and antiplatelet therapy before surgery, 27% answered
correctly) being the most difficult (p<0.001).

User preference
When given the choice, users chose Google 45% of the time,
UpToDate 26% of the time, PubMed 25% of the time, and Ovid
4.4% of the time. This contrasts with the subjects’ pre-test
questionnaire, in which 33% claimed to use UpToDate most
frequently, followed by Google (32%), and PubMed (13%).

Speed
Based on all 672 questions (parts I and II), there were significant
differences in the speed of each search tool, with UpToDate,
Google, PubMed, and Ovid taking 3.3, 3.8, 4.4, and 4.6 min,
respectively (p<0.001, one way analysis of variance (ANOVA)).
On multivariate analysis (linear mixed model), both UpToDate
and Google (average search times 3.3 and 3. 8 min, respectively)
were faster than PubMed (4.4 min, p<0.001 and p¼0.047,
respectively). Ovid (average search time 4.6 min) was signifi-
cantly slower than PubMed (p¼0.003).

Table 1 Demographics and computer use of study
participants

Average age 29.8 years

Gender

Male 23 (43%)

Female 31 (57%)

Level of training

Medical student 15 (28%)

Resident 35 (65%)

Attending 4 (7%)

Computer use

Hours/week 17.0

Operating system preference

Windows 41 (76%)

OSX 13 (24%)

Preferred internet browser

Internet Explorer (Microsoft) 26 (48%)

Firefox (Mozilla) 22 (41%)

Other 6 (11%)

Preferred internet search engine

Google 49 (91%)

Other 3 (9%)

Preferred biomedical search tool

UpToDate 18 (33%)

Google 17 (32%)

PubMed 7 (13%)

Other 11 (22%)
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Part I: user selected search tools, randomised to four questions
Correct answers, confidence, and primary outcome
When users were allowed to choose their own search tool, users
of both Google and UpToDate were more likely to find the
correct answer (p¼0.0045 and <0.001, respectively) and achieve
the primary outcome (p¼0.014 and 0.030, respectively). Differ-
ences between Ovid and PubMed did not achieve statistical
significance for finding the correct answer (p¼0.39) or achieving
the primary outcome (p¼0.14). There were no statistically
significant differences in confidence between any of the search
tools and PubMed (p¼0.14, 0.24, and 0.20 for Google, Ovid, and
UpToDate, respectively) (figure 1).

Part II: randomised search tools
Effect of being randomised to a new search tool
In part II, subjects’ ability to answer questions correctly was
independent of whether or not they received the question in part
I (p¼0.44). Those who were assigned a new search tool to
answer a previously asked question were more confident in their
answer (p¼0.0015) and more likely to achieve the primary
outcome (p<0.001) than those who received a new question
(figure 2).

Comparison when subjects were randomised to a new search tool
When subjects were randomised to a new search tool (ie, not the
user ’s preference for that particular question in part I) for
repeated questions in part II, users of Ovid were significantly less
likely to find the correct answer (p¼0.015) and achieve the
primary outcome (p¼0.017) as compared to users of PubMed.
Otherwise, differences in subjects’ ability to answer questions
correctly or achieve the primary outcome did not achieve
statistical significance on univariate analysis. There were no
statistically significant differences in confidence between the
four search tools (figure 3).

When using logistic regression to account for differences
between individuals (those who answered correctly in part I
were more likely to answer correctly in part II) and question
difficulty, users of UpToDate were 2.76 times more likely (OR)
than users of PubMed to achieve the primary outcome
(p¼0.0015, logistic regression). Differences between Google,
Ovid, and PubMed did not achieve statistical significance.

Comparison for randomised search tool and new questions
Half of the questions in part II were new to the subject. When
asked to answer new questions with no choice in what search

tool to use (ie, randomised), subjects using Google and UpTo-
Date were significantly more likely to find the correct answer
than users assigned to PubMed (p¼0.05 and 0.031, respectively).
Users randomised to UpToDate were significantly more confi-
dent in their answers (p¼0.007). Users of UpToDate were also
significantly more likely to achieve the primary outcome as
compared to PubMed (p<0.001). Differences in achievement of
the primary outcome between Google, Ovid, and PubMed did
not achieve statistical significance (figure 4).

Pooled data from parts I and II
Primary outcome, univariate analysis, all questions
On univariate analysis, taking all questions into account, users
of Google and UpToDate were more likely than users of PubMed
to find the correct answer (p¼0.004, <0.001, respectively).
Overall, users of UpToDate were significantly more confident in
their answers (p¼0.005) and more likely to achieve the primary
outcome (p<0.001) than users of PubMed (figure 5).
In order to eliminate the possibility of bias due to repeating

questions (mostly in the form of increased confidence), the data
from parts I and II were re-analysed after removing all repeated
questions. In this case, users of both Google and UpToDate were
more likely than users of PubMed to find the correct answer
(p<0.001 for both). Users of UpToDate were more confident
than users of PubMed (p<0.001). Lastly, users of both Google
and UpToDate were more likely than users of PubMed to

Figure 1 Chance (per cent) of determining the correct answer (black).
Confidence, defined as the percentage of correct answers assigned
a confidence level of three (white). Primary outcome, defined as a
correct answer with a confidence level of three (grey). *p<0.05
compared to PubMed.

Figure 2 Users assigned to a search tool they did not choose in part I
to answer repeated questions in part II were more confident in
answering repeated questions than users randomised to new questions.
*p<0.05 compared to part II (new questions).

Figure 3 Users assigned to a new search tool (ie, not the search tool
used in part I) for repeated questions in part II. *p<0.05 compared to
PubMed.
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achieve the primary outcome (p¼0.03, p<0.001, respectively)
(figure 6).

Confidence distribution
UpToDate users were significantly more likely than PubMed
users to assign a confidence level of 3 to correct answers
(p<0.001) (figure 7). Ovid users were significantly more likely
than PubMed users to not find an answer (p<0.001), and both
Google (p¼0.025) and UpToDate (p¼0.011) users were less likely
than PubMed users to not find an answer (figure 8).

When adjusted for differences between individuals and ques-
tion difficulty, UpToDate users were 3.29 times more likely (OR)
than PubMed users to assign a confidence level 1 point higher
(95% confidence limits 1.96 to 5.56, p<0.001, multinomial
logistic regression analysis). Users of Ovid were significantly less
confident than users of PubMed (OR 0.3847, 0.1944 to 0.7613,
p¼0.0061). There was a trend towards increased confidence
among the Google users, although this did not achieve statistical
significance.

Relationship between number of search terms and primary outcome
There was a trend towards an inverse relationship between
primary outcome and the initial number of search terms used
(R2¼0.6872, linear regression) (figure 9). There did not appear to
be a relationship between the initial number of search terms and
either the total time searching or the total number of searches
(R2¼0.03129 and 0.33424, respectively).

DISCUSSION
Our study showed that among a population of medical students,
residents, and attending physicians asked to use Google, Ovid,

PubMed, and UpToDate to answer evidence based questions
regarding the practice of anaesthesia or critical care medicine,
those who choose Google and UpToDate are more likely to
answer questions correctly than those who choose PubMed (our
reference standard); that in addition to more commonly
providing correct answers, searches with Google and UpToDate
take less time than searches with PubMed; that users of
UpToDate are significantly more confident in their answers than
users of other search tools; that users who repeat a question are
more confident in their answer despite no increased ability to
answer the question; that when users are randomised to a new
search tool, those who are randomised to Ovid are more likely to
answer questions incorrectly than other search tools; and that
users of Ovid are significantly more likely, and users of Google
and UpToDate less likely, than users of PubMed to not find an
answer.
The utility of these findings has been supported by several

previous studies, most of which focus on the practice patterns of
primary care physicians. Bates et al estimate that an ambulatory
medical visit generates at least one clinical question that the
clinician is unable to answer.7 In observing 103 primary care
physicians (encompassing 2467 patient visits over 732 h), Ely
et al found that 44% of encounters generated a clinically relevant
question, and that of the 36% which were immediately pursued,
physicians averaged less than 2 min of search time. Only two of
1101 questions led to a formal literature search.8

Seventy-two per cent of physicians report using the internet
regularly for medical and professional updating,9 despite
concerns regarding the quality of such information, which has
been reviewed elsewhere.10e16 One early study showed relevance
rates (number of relevant sites divided by the number of hits)
ranging from 0.08 to 0.23.17 Physicians’ willingness to use

Figure 4 Users randomly assigned to search tool for previously
unasked questions in part II. *p<0.05 compared to PubMed.

Figure 5 All data from parts I and II. *p<0.05 compared to PubMed.

Figure 6 Data from part I and non-repeated questions in part II.
*p<0.05 compared to PubMed.

Figure 7 Distribution of confidence levels assigned to correct answers.
*p<0.05 compared to PubMed.
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‘questionable’ sources of information (the internet) is likely
a consequence of the commitment required to conduct a tradi-
tional literature search and the time constraints associated with
modern medical practice. A study of questions asked by Missouri
family physicians showed that formal Medline searches take an
average of 27 min.18

While none of these studies addresses speciality or subspe-
ciality physicians specifically, there is no reason to think that
specialists (such as anaesthetists or intensivists) are not subject
to similar practice pressures (increasing availability of informa-
tion, limited time). Our results, which show that trainees and
practising physicians only achieved the primary outcome 28% of
the time, support a need for further understanding of the various
search tools available to all physicians, not just primary care
physicians.

Several authors have attempted to investigate biomedical
search strategies formally, but the results are not necessarily
applicable to the speciality practitioner. Ilic et al compared the
ability of AltaVista, Excite, Google, Yahoo, and five medical
search engines to find information about androgen deficiency,
entering 18 keywords, phrases, or ‘Boolean searches’ into each
tool, and examining the first 50 websites from each (a total of
9000 websites were examined). Results were assessed using the
DISCERN quality assessment tool,19 with the ‘medical’websites
having a statistically insignificant tendency towards a higher

DISCERN score. Of the non-medical websites, Google generated
the highest percentage of relevant websites.20 Ilic’s study is
limited by the fact that the authors (not users) created their own
search terms.
Yu and Kaufman evaluated the ability of Google, MedQA,

Onelook, and PubMed to answer definitional questions (‘what is
X?’). They presented four physicians (all of whom were
biomedical informaticians) with 12 questions, and found that
the subjective (user rated) ‘quality of answer ’ was highest in
Google. Furthermore, Google, MedQA, and Onelook were
significantly faster than PubMed.21 The subjective nature of the
study subjects’ results (which were not verified) must be viewed
with caution. Likewise, the four subjects’ experience and
training as bioinformaticians seriously threatens the broad
applicability of the study ’s results.
Johnson et al created 10 questions ‘designed to simulate.

when a patient’s clinical history includes a syndrome, medical
device, or diagnostic test with which they are not familiar ’.
Medical students were given these 10 questions and asked to
record the web resources used in the search as well as the
number of links used. Students who started out with Google
clicked on 0.44 fewer links before finding an answer than those
who did not.22 Answers were not evaluated, time was not
recorded, and searches were un-witnessed.
Tang and Ng attempted to show that search engines can

facilitate diagnostic determination in difficult clinical cases.
They reviewed 26 cases presented in the New England Journal of
Medicine, and, before discovering the diagnosis, entered 3e5
search terms from each case into Google. After entering the
search terms, the three diagnoses that best seemed to fit the
symptoms and signs were selected. Using this methodology,
Google found (but did not identify) the correct diagnosis in 58%
of cases.23

Our study was designed to be different from prior studies in
several respects: first, we chose to study anaesthesia (speciality)
providers, rather than generalists; second, we randomised our
subjects; third, we scored our answers; fourth, we asked
participants to report their confidence in each answer; fifth, all
searches performed in this study were monitored by a study
coordinator; and sixth, our questions were based on eight clinical
case scenarios which are likely to arise in the daily practice of
a speciality provider, and for which there was a highly defensible
answer, supported by the biomedical literature (see supplemen-
tary appendix)dprevious studies have proven the utility of
search engines when the user is in need of obscure or rare pieces
of information,22 situations in which an internet based search
engine would be expected to outperform a standard text or
journal (eg, ‘what enzyme converts succinylCoA to d-amino-
levulinic acid?’). We are not aware of any studies which
combined these features.
The impetus for our study was the widespread belief among

attending physicians at our institution that the use of non-
Medline based search tools to answer biomedical questions at
least partially invalidates the answer. This belief is not
supported by any data of which we are aware. Attempts to
compare online search tools to more traditional methods have
been plagued by a combination of both methodological concerns
(mentioned above) and the difficulty of studying a rapidly
changing landscape.
Regarding the validity of Medline based search tools, some

authors have begun to promote a biomedical ‘knowledge hier-
archy’ with accompanying recommendations for optimising
one’s pursuit of knowledge. Interestingly (and surprisingly for
some), primary sources and systemic reviews (two mainstays of

Figure 8 Distribution of confidence levels assigned to incorrect
answers. *p<0.05 compared to PubMed.

Figure 9 Relationship between number of initial search terms and total
time per question (in minutes), total number of searches entered per
question, and primary outcome (percentage).
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Medline based queries) make up the bottom two levels of the
informational hierarchy. By contrast, evidence based texts such
as UpToDate make up the fourth level of the hierarchy, second
only to dedicated decision support systems in their validity.24

In addition to the aforementioned results, our study produced
several unexpected findings. We expected that subjects would be
more successful at answering biomedical questions after
repeating them. As shown in figure 2, subjects who answered
repeated questions were more confident in their answers, but
their ability to answer correctly was no different. This was not
simply due to the fact that most subjects were randomised to
a new search tool, as analysis of those randomised to the same
search tool used in part I revealed only a slight improvement in
their ability to find the answer of a repeated question (65% vs 70%
for parts I and II, respectively), but a significant improvement in
the primary outcome (21% vs 49% for parts I and II, respectively),
primarily due to increased confidence in their answers. Thus,
confidence appears to be more a function of how many times the
question was asked, rather than what search engine was used, or
whether or not the correct answer was found.

We were also surprised to find that subjects at our institution
were significantly more confident in UpToDate than in PubMed
(differences between Google, Ovid, and PubMed were not
statistically significant). This is surprising given that Google
(44.5%) was chosen more commonly than PubMed (25.1%),
Ovid (4.41%), or UpToDate (26.0%). As (presumably) none of
the 56 users were search-naïve, one would expect users to choose
the search tools in which they had the most confidence.

Lastly, our study showed that when users are randomised (in
part II) to a search engine that they had not initially chosen (in
part I), differences between Google, PubMed, and UpToDate
disappeared (Ovid still fared worse, in terms of both correct
answers and primary outcomes). This is a key finding, because
projected differences in a user ’s ability to find correct informa-
tion and act on it are a reflection of both answer correctness and
confidence in selected search tools. A unifying explanation for
this result is difficult to find; the lack of difference between
Google, PubMed, and UpToDate when users are randomly
assigned to them for repeated questions, combined with the
finding that answer correctness does not improve when users are
allowed to select their own search tools, suggests that the
effectiveness of a search tool is heavily dependent on the user ’s
familiarity with it. That said, Google and UpToDate outper-
formed PubMed in subjects randomised to answer a novel
question in part II. Thus, more data are needed to determine
whether or not there is truly a difference between searches
conducted by subjects who select their own search tool or are
randomised to one of the four included in this study.

Limitations of our study, in addition to the suboptimal
distribution of participants (the majority of whom were resi-
dents), include subjectivity in selecting the eight study questions
(we intended to find eight critical care/perioperative questions
which had a well supported answer), our inability to test all
available search tools (eg, Wikipedia, NHS Evidence), and our
inability to record accurately and reliably advanced features of
the different search tools used (eg, Advanced Google search,
GoogleScholar vs Google, PubMed RCT designation, PubMed
Clinical Queries, MeSH terms, etc). Furthermore, while we
asked our participants to rank their answers based on antici-
pated behaviours, in the absence of an exceedingly complicated
clinical study, there is no way to determine if our users would
truly have acted as they reported. Our study relied on voluntary
participation, and may have disproportionately drawn more
technically gifted individuals. Lastly, we did not record or require

primary literature sources in support of the answers (a decision
we made because not everyone necessarily uses primary litera-
ture to make decisionsdin retrospect we wish that we had
recorded whether or not the end result of each search was
a primary literature citation).
The major implication of our study is that while searching for

original biomedical literature on Medline based search tools may
offer educational value, for the purposes of finding correct
information in a timely manner and with confidence, these tools
(PubMed and Ovid) appear to be inferior to both Google and
UpToDate.

CONCLUSION
Medical students and resident physicians are most likely to
answer correctly anaesthesia and/or critical care based questions
when using Google or UpToDate as compared to PubMed and
Ovid. Furthermore, when using Google or UpToDate, they use
significantly less time per question. Subjects were most confi-
dent in UpToDate, despite choosing Google most frequently.
Subjects are not more likely to answer repeated questions
correctly, although they are more confident in their answers
when repeating questions. Subjects who are randomly assigned
to a search tool are just as likely to answer questions correctly as
those who are allowed to choose their search tool.
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Main messages

< Subjects who are asked evidence based anaesthesia or
critical care questions are more likely to answer them
correctly when using Google or UpToDate as compared to
PubMed.

< Among the four search tools evaluated in this study (Google,
Ovid, PubMed, UpToDate), Google was the most popular but
users were most confident in the results provided by
UpToDate.

< Searches using Google and UpToDate are significantly faster
than those conducted using Pubmed.

< There is no evidence that Medline based biomedical search
tools are superior to alternatives such as Google or UpToDate.

Current research questions

< Are there any educational interventions which can improve
search skills?

< Why, among the four tested search tools, do subjects choose
Google most commonly, despite the fact that they are more
confident in UpToDate.

< Are the results of this study applicable to other types of
questions (eg, definitional).

< Which characteristics of Google, Ovid, PubMed, and
UpToDate are beneficial, and which are detrimental?
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